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Problem: Existing driving foundation models fall short in closed-
loop evaluation, especially in the long-tailed cases. 

Goal: Close the open- and closed-loop performance gap. 

Approach: Use 3DGS-synthetic data to learn a policy adapter and 
a value model for closed-loop planning. 

For closed-loop E2E driving, policy 𝜋∗, there would be: 

(1) Objective mismatch: covariate shift under closed-loop deployment. 

(2) Observation mismatch: between the simulated and real observations. 

What is MPA? Diffusion adapter + multi-principled Q head

How to train MPA? With counterfactual rollouts by 3DGS.

How to use MPA? Inference-time Scaling with Q-values

NAVSIM-like Metrics: 

Performance w.r.t. #Counterfactual Step(𝑻) and #Sample Modes

Observation: MPA 

manages to 
outperform both the 

pretrained baselines 
and baselines solely 

trained on the 
counterfactual 

dataset. 
The closed-loop 

performance of MPA 
generalizes well in the 

OOD and safety-
critical scenes. 

Closed-Loop Evaluation on the nuScenes dataset and HUGSIM simulator
 290 Training Scenarios, 70 In-domain, 70 unseen, and 10 safety-critical scenarios

Short Takeaways: Using counterfactual data to learn policy adapter and Q-value 
critic leads to better closed-loop performance in E2E autonomous driving!
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